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Plan

• Greetings 

• Global governance of cyberspace and Sustainable 
Development 

• COVID-19 Pandemic ,Cyber attack and Inequalities

• Cybersecurity and the Credit system for network 
governance enforcement mechanism 

• Challenges to traditional regulations 

• Principles for the future of regulation

















III. COVID-19 Pandemic , Cyber attacks and 
Inequalities



































VI-
challenges 
to 
traditional 
regulations

• 1. ELECTRONIC TRANSACTIONS DEVELOPMENT AGENCY ACT, B.E. 2562 (2019)

• 2. ELECTRONIC TRANSACTIONS ACT, (NO. 4) B.E. 2562 (2019)

• 3. EMERGENCY DECREE ON ELECTRONIC MEETINGS, B.E. 2563 (2020)

• 4. ROYAL DECREEPRESCRIBING CIVIL AND COMMERCIAL ELECTRONIC 
TRANSACTIONS EXCLUDED FROM THE APPLICATION OF THE LAW ON 
ELECTRONIC TRANSACTIONS, B.E. 2549 (2006)

• 5. Royal Decree Prescribing the Rules and Procedures of the Public Sector’s 
Electronic Transactions B.E. 2549Royal Decree Regarding Security Techniques in 
Performing Electronic Transactions B.E. 2553

• 6. NOTIFICATION OF MINISTRY OF DIGITAL ECONOMY AND SOCIETY RE: 
STANDARDS FOR MAINTAINING SECURITY OF MEETINGS VIA ELECTRONIC 
MEANS B.E. 2563 (2020)

• 7.Personal Data Protection Act, B.E. 2562 (2019)

• 8. Computer Crime Act B.E. 2550 (2007) amended in B.E. 2560 (2017)

• 9. Copyright Act (No.5) B.E. 2565 (2022)

• 10. Emergency Decree on Digital Asset Businesses B.E. 2561-

• Source-https://www.etda.or.th/th/Useful-Resource/laws-sharing.aspx



The four critical 
questions ?

Principles of the 
future regulation 

Adaptive 
regulations 

Regulatory 
Sandboxes 

Outcome-based 
regulation

Risks-weighed 
regulation

Collaborative 
regulations 

Protection 
&Innovation

V. Principles for the future of regulation





















Project for preparation of draft legislation on application of artificial intelligence 
and related impact assessment

Key mechanism 1: AI technological sandbox
Objectives

• To create mechanism for testing AI systems for AI firms, 
which will allow further development and consideration 
on risk and regulations

Key measures

• ETDA provides direct support to AI firms with technical 
and legal advice 

• ETDA provides indirect support to AI firms by facilitating 
requests from developers/businesses to receive support 
from public agencies with jurisdiction related to the 
testing

• Enable field tests to be conducted, with appropriate 
safety measures for people and environment in testing 
area

• Provide means to receive exception from related 
regulations during testing, where ETDA supports by 
coordinating with public agencies with jurisdiction 
related to the regulations

Division 2 of the (Draft) Act Draft Notification of the Agency (ETDA) 

to realise this instrument 

• Detailed outline of qualifications and process of 
application to participate in AI technological 
sandbox

• Requirements of ETDA and the firm to mitigate 
potential risks of field testing, such as notifying 
people in the area and preparing compensation 
plan for harm/damages, and authority of ETDA 
to order changes or discontinuation of testing

• Requirement of the firm to report test results 
and evaluation to ETDA, for example, risk, 
frequency of human intervention and 
unexpected outcomes

• Conditions of exception from regulations, for 
example, the firm is not to be exempt from civil 
and criminal liabilities in any case



Project for preparation of draft legislation on application of artificial 
intelligence 
and related impact assessment

Key mechanism 2: Risk assessment framework

Draft Notification of the Agency 
(ETDA) 

to realise this instrument

• Outline of AI risk assessment 
framework covering all AI actors 
(entities involved in AI lifecycle) for 
voluntary use by periodically 
conducting risk assessment and 
producing reports

• Criteria of trustworthiness and 
iterative risk management cycle 
based on NIST (US) AI Risk 
Management Framework

Objectives

• To provide guidance for trustworthy AI development by design, with 
comprehensive measures for risk management

• To ensure AI products and services that involve separate parts being 
provided by different entities are managed interconnectedly as a 
system 

Key measures

• Defining AI risk assessment framework (criteria and methods of AI 
system risk assessment) for AI actors to perform risk assessment and 
design and implement risk management measures

• Authorising actors related to risk assessment to related actors to create 
a list of AI systems that must be operated with high caution

• ETDA reviews the framework when deemed appropriate, with duty to 
publicise on its website

• For any AI usage with potential risk to health, safety, or basic rights of 
the people, ETDA performs impact assessment and notifies related 
authorities to respond immediately.

Characteristics of trustworthy AI 
systems

Division 5 of the (Draft) Act

• Valid and reliable

• Safe

• Secure and 
resilient

• Accountable and 
transparent

• Explainable and 
interpretable

• Privacy-enhanced

• Fair – with 
harmful bias 
managed



Project for 
preparation 
of draft 
legislation on 
application of 
artificial 
intelligence 
and related 
impact 
assessment

Key mechanism 3: Data sharing

Draft Guideline on Data 
Sharing

as an instrument to promote 
data sharing with value, and 
establish good practice

• Data categorisation for data 
sharing, considering the degree of 
privacy and confidentiality of the 
dataset

• Advice on creating high-value 
dataset for sharing, with rubrics 
such as usefulness, completeness, 
and consistency 

• Outline of approaches for 
valuation of data as basis for data 
pricing, including market-based, 
cost-based, and future-value-
based approaches

• Essential points of data sharing 
contract (or MOU), with examples 
of good practice

Objectives

• To promote data sharing with uniform practice across all industries, 
both to allow usage for AI development and to incentivise sharing by 
generating economic value of data

• To ensure legal compliance, including privacy protection, of data 
sharing

Key measures

• Producing a guideline, with good practice and advice on data sharing to 
diffuse knowledge and skills on data sharing

• Providing promoting mechanism, support, or assistance for innovations 

that increases capacity and efficiency of data sharing

• Providing recommendations and advice for public agencies and private 
entities, and coordinating with public agencies and private entities for 
data sharing

• ETDA may require firms that operate as platforms for data sharing with 
data buyers and sellers to register with the Agency, on which the 
Agency shall produce a Notification defining rules, conditions, and 
qualifications of such platform.

Division 2 of the (Draft) Act



Project for preparation of draft legislation on application of artificial intelligence 
and related impact assessment

Key mechanism 4: AI standardisation

Objectives

• To create rigorous mechanism for defining national standards of AI and accredited 
certification body, in line with good practice of National Quality Infrastructure (NQI)

Key measures

• ETDA defines AI standards that are fitting with category, size, and characteristics of AI-related 
firms

• Firms certified for meeting the defined standards are awarded certification marks, which shall 
be displayed in a prominent place (easily visible) at the headquarters or website

• ETDA may disclose lists of firms certified for certain standards on the Agency’s website in case 
the standard(s) pertain high impact on consumers 

• ETDA may accredit private sector organisations as certification body or inspection body

Division 3 of the (Draft) Act

* No instrument for this mechanism has been prepared in this project



Project for preparation of draft legislation on application of artificial intelligence 
and related impact assessment

Key mechanism 5: Standard contractual clauses
Objectives

• To create mechanism for testing AI systems for AI firms, which will allow further development and 
consideration on risk and regulations

Key measures

• Defining standard contractual clauses between AI products/services providers and users of products/services 
with AI system as a part of the products/services that the contracts must include:

✓ Duties and responsibilities of AI products/services providers to the user

✓ Guarantee of service quality standard by the provider

✓ Complete details on range of fees (price) and types of fees chargeable for the user to receive service provision

✓ If the AI products/services provider has advertised service quality standard of their products/services, it is the 
duty of the provide to fulfill the advertised level of products/services, and the advertisements shall be 
considered a part of the contract

And must not include:

✓ Limiting utilisation of the products/services by the users without justifiable reason

✓ Conditions that imply discrimination, segregation, or exclusion towards the user, or that is unjust for one of 
the contracting parties

Division 4 of the (Draft) Act

* No instrument for this mechanism has been prepared in this project



Project for preparation of draft legislation on application of artificial 
intelligence 
and related impact assessment

Aspects of AI industry considered
Ecosystem for AI development and application

Possible issues, damages, and legal liability implications
Data sharing approach taking security, privacy, ethics 

and 
social norms into account

Impact on labour market and human capital readiness

Risk assessment, mitigation, and compensation

Assessing trustworthiness of AI

Stakeholder meetings (Focus groups)

Output: points to consider when drafting 
legislation, appropriate administrative 

instruments

Draft Act

and essential administrative instruments 
such as guideline and framework

Public hearing

Project for developing legislative instruments for 
emerging technology

Key findings:

1. Regulations must align with international standards

2. The proposed laws and regulations must help mitigate and 
reduce existing gaps and loopholes in existing laws and 
regulations

Final Draft Act

and complementary instruments

for further readings and approvals towards enactment

Regulatory impact 
assessment

Economics of law
Well-designed laws and regulations must not restrict 

creativity or hinder AI adoption and development. 
They are instead the lighthouse for the developers or 

private firms to follow, to advance the sector faster and 
more efficiently. 

Examples of participants

Vice President of Artificial Intelligence Association of 
Thailand (AIAT), CTO and Co-Founder of ZTRUS, 

Head of National Language Processing Laboratory at 
National Electronics and Computer Technology Center

(NECTEC),
Lecturer for Labour Law at Thammasat University
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